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Conditions are given for the global triviality and local smoothness of nonlinear I Iodge fields having apparent singularities and, in some cases. nonuniform ellipticity. © 1998 Elsevier Science B.V.

## 1. Introduction

Define over an $n$-dimensional Riemannian manifold $M$ a vector bundle $X$ with compact structure group $G$. Let $A$ be a connection 1-form on $\operatorname{ad}(X)$ with curvature 2 -form $B_{A}$. In [11] we introduced the system

$$
\begin{equation*}
D_{A} B_{A}=D_{A}^{*}\left(\rho(Q) B_{A}\right)=0, \tag{1.1}
\end{equation*}
$$

where $D_{A}^{*}$ is the formal adjoint of the exterior covariant derivative $D_{A}$ on $\operatorname{ad}(X)$ and $\rho$ : $\mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is a $C^{1}$ function satisfying

$$
\begin{equation*}
0<\kappa_{1} \leq \rho^{2}(Q)+2 \rho(Q) \rho^{\prime}(Q) Q \leq \kappa_{2}<\infty \tag{1.2}
\end{equation*}
$$

for constants $\kappa_{1}$ and $\kappa_{2}$, where $Q=Q(B)=|B|^{2}$.
If $G$ is abelian and $X=T^{*} M$, then Eqs. (1.1) reduce to the nonlinear Hodge equations [16]:

$$
\begin{equation*}
\mathrm{d} B=\delta(\rho(Q) B)=0 \tag{1.3}
\end{equation*}
$$

for the d-closed 2 -form $B$, where d is the flat exterior derivative on $M$ and $\delta$ its formal adjoint. If we interpret $\rho(Q)$ as $\mu^{-1}(Q)$, where $\mu$ denotes magnetic permeability, then

Eqs. (1.3) provide a model of magnetic fields in matter. We call solutions of (1.1) nonlinear Hodge fields, as Eqs. (1.1) can be obtained from Eqs. (1.3) by replacing the cotangent bundle with a curved bundle. If $G$ is non-abelian but $\rho(Q)$ is constant, then Eqs. (1.1) reduce to the Yang-Mills equations: $D B=D^{*} B=0$. If $G$ is the abelian group $U(1)$ and $\rho(Q)$ is unity, then Eqs. (1.1) reduce to the source-free Maxwell equations in free space: $\mathrm{d} B=\delta B=0$.

Eqs. (1.1) can be endowed with a variational structure by defining the nonlinear Hodge energy

$$
\begin{equation*}
E\left(B_{A}\right)=\int_{M}\left(\int_{0}^{Q\left(B_{A}\right)} \rho(s) \mathrm{d} s\right) \mathrm{d} M . \tag{1.4}
\end{equation*}
$$

If $G$ is abelian and $X=T^{*} M$, then the admissible class is a cohomology class of differential forms [18]. If $G$ is non-abelian, typically $\mathrm{SO}(n)$, then the admissible class is a set of finiteenergy connections (cf. [21] for the case $\rho \equiv 1$ ).

Eqs. (1.1) have a physical analogy as the Yang-Mills theory arising from the magnetostatics of materials possessing nonlinear dependence of magnetic permeability on applied magnetic field strength. The choice of non-abelian structure group puts a twist in the bundle of magnetization states. This twist is represented by the nonvanishing Lie bracket [, ] in the curvature 2 -form $B_{A}=\mathrm{d} A+\frac{1}{2}[A, A]$. The existence in nature of precisely this sort of twisting is a matter for speculation.

In [11] we proved that if condition (1.2) is satisfied in a bounded open Lipschitz domain $\Omega$ of $\mathbb{R}^{n}$, then any weak solution ( $A, B_{A}$ ) of (1.1) is Hölder continuous in $\Omega$ provided $B_{A} \in L^{p}(\Omega)$ for some $p>\frac{1}{2} n$. Moreover, if the quadratic form $Q$ in (1.1) is replaced by the quantity $Q+m^{2}$, where $m$ is a nonvanishing section of the $(1 / n) t h$ power of the determinant bundle, and if $\rho(Q)=\left(m^{2}+\left|B_{A}\right|^{2}\right)^{\alpha-1}$ for $\alpha \in\left(\frac{1}{4} n, 1\right]$ where $n<4$, then system (1.1) possesses a weak solution in $\Omega$. Here we derive some fundamental global and local properties of solutions.
For details on the gauge-theoretic background of this paper see, e.g., [7]. The nonlinear Hodge equations (1.3) were introduced by Sibner and Sibner in [16]. For a brief description of the electromagnetic interpretation of the nonlinear Hodge equations see, e.g., [8]. Other applications of the nonlinear Hodge equations, and the decomposition theorem, were introduced in [18]. Throughout this paper we denote by $C$ generic positive constants, the value of which may change from line to line.

## 2. A Liouville theorem for singular domains

The results proven in [11] were local. In this section we give an example of the simplest kind of global result available for solutions of (1.1). Let $M$ be a complete Riemannian manifold having constant nonpositive sectional curvature. We place conditions on the integrability of the field $B_{A}$, and on the topology of its apparent singular set, sufficient to force the field potential $A$ to be constant almost everywhere.

To this end we combine ideas from geometric measure theory due to Almgren [1] and Price [12] with p.d.e. methods of Carlson [22] and Serrin [13]. (See also [2].) We use geometric measure theory to replace the ordinary derivative of the energy functional $E$ by a suitably defined Lie derivative, so that the variations of $E$ occur in a space of reparametrizations of the underlying manifold rather than in a space of infinitesimal deformations of the bundle connection. The former space is more tolerant of singularities than is the latter space. The p.d.e. methods are used to relate a priori information on the integrability of $B_{A}$ to topological information about the singular set. If $B_{A}$ is sufficiently integrable, then the existence of an apparent singularity is no longer an obstruction to performing a limiting argument that implies global triviality of the field. The results of this section extend earlier work for mappings between Riemannian manifolds [10].

The hypotheses which we place on the field $B_{A}$ are extremely weak (but so is the conclusion). For example, we do not expect $B_{A}$ to satisfy a differential equation, even weakly. Instead we place a condition on the energy - expression (2.1), below - analogous to prescribing the decay of a generalized current density (cf. [12]) or of a generalized mean curvature (cf. [1, Section 4.3]). This analogy between current density and mean curvature will be developed briefly in Section 5.

Denote by $\phi^{t}$ a 1-parameter family of compactly supported diffeomorphisms of $M$ with $\phi^{*} \circ \phi^{t}=\phi^{s+t}$ and $\phi^{0}$ the identity transformation. The family $\phi^{t}$ can be lifted to the principal bundle $\Pi$ by parallel transport, with respect to an arbitrary smooth connection, along the curve $x_{s}=\phi^{s}(x)$ from $x_{0}=x$ to $x_{t}=\phi^{t}(x)$. For $A \in \Gamma\left(M, \Lambda^{1}(\operatorname{ad} \Pi)\right)$, define $A^{t}=\left(\psi^{t}\right)^{*} A$, where $\psi^{*}$ is a lifting of $\phi^{*}$ to $\Gamma\left(M, A^{1}(\mathrm{ad} \Pi)\right)$. Details of this construction are given in [12]. The $r$-variation of the nonlinear Hodge energy $E$ is given by the expression

$$
\delta_{r} E\left(B_{A}\right)=\frac{\mathrm{d}}{\mathrm{~d} t} E\left(B_{A^{\prime}}\right)_{t t=0}
$$

where $E$ is the nonlinear Hodge energy (1.4). We say that $A$ is an $r$-stationary connection if $\delta_{r} E=0$. In proving our Liouville theorem we only require the weaker assumption that on any domain $\Omega \subset M / \Sigma$ for which $\partial \Omega=0$ we have

$$
\begin{equation*}
\delta_{r} E\left(B_{A}\right)_{\mid \Omega} \geq-\int_{\Omega} f|\xi| \int_{0}^{Q\left(B_{A}\right)} \rho(s) \mathrm{d} s \mathrm{~d} M \tag{2.1}
\end{equation*}
$$

where $f$ is a measurable function, with compact support in a disc of radius $\tau$, constructed so that $f(x, \tau)=\mathrm{o}(1)$ as $\tau \rightarrow \infty$ (this limit exists, as $M$ is $H^{n}$ or $\mathbb{R}^{n}$ ); the variation vector field $\xi=\mathrm{d} \phi(x, t) / \mathrm{d} t_{t=0}$ is the initial velocity field for the flow generated by $\phi^{t}$. As in [11], we assume that condition (1.2) is satisfied by the function $\rho$. The constants $\kappa_{1}$ and $\kappa_{2}$ in this condition are important, for we do not assume that the energy $E$ is finite on all of $M$, but rather that the energy satisfies a growth condition at infinity. In this section we prove:

Theorem 2.1. Let the pair (A. $B_{A}$ ) satisfy (1.2), (2.1), and the growth condition

$$
\begin{equation*}
E\left(B_{A}\right)_{\mid D_{\tau}}=\mathrm{o}\left[\tau^{n-\left(4 \sqrt{\kappa_{2} / \kappa_{1}}\right)}\right] \tag{2.2}
\end{equation*}
$$

as $\tau$ tends to infinity, where $D_{\tau}$ is an n-disc of radius $\tau$ contained in an $n$-dimensional euclidean or hyperbolic space denoted by $M$ (topologically $\mathbb{R}^{\prime \prime}$ with constant nonpositive sectional curvature); let A have a possible singularity on a compact subset $\Sigma$ of codimension $k \in(2, n)$; let $n \geq 4\left(\kappa_{2} / \kappa_{1}\right)^{1 / 2}$, where $\kappa_{1}$ and $\kappa_{2}$ are the constants of inequality (1.2); define fto be $\kappa_{3} /|x| \tau$ if $0<|x| \leq \tau$ and 0 if $|x|>\tau+\epsilon$ for some $\epsilon>0$. If $B_{A} \in L^{D}(M)$ for $p=2\left(k-\epsilon_{0}\right) /\left(k-1-\epsilon_{0}\right), \epsilon_{0} \in(0, k-1)$, then $B_{A}$ vanishes almost evervwhere on $M$.

If $\Sigma$ is a Lipschitz submanifold of $M$ then $\epsilon_{0}$ can be taken to be zero. Notice we do not assume that the field $B_{A}$ satisfies Eqs. (1.1) anywhere in $M$. In Section 5 we consider an extension in which assumption (1.2) of Theorem 2.1 can be weakened. For simplicity, and with no essential reduction of generality, we take $M$ to be $\mathbb{R}^{n}$ in the proof; for the modifications necessary in order to include hyperbolic space, see [12]. Because $f$ is only $o(1)$, condition (2.2) implies that $E$ may not be stationary even as $\tau$ tends to infinity.

Lemma 2.2. If a gauge potential A has finite energy in a compactly supported domain $\Omega$ of $\mathbb{R}^{n}$, then

$$
\delta_{r} E=-\int_{\Omega}\left(\int_{0}^{Q(B)} \rho(s) \mathrm{d} s\right) \operatorname{div} \xi * 1+4 \int_{\Omega} \rho(Q)\left\langle B\left(\nabla_{i} \xi, e_{j}\right), B\left(e_{i}, e_{j}\right)\right\rangle * 1
$$

where $\left\{e_{i}\right\}, i=1, \ldots, n$, is an orthonormal basis for the tangent space of $\Omega$ and $\nabla_{i}$ is the derivative in the direction of the vector $e_{i}$.

Proof. Write $u \equiv \phi^{t}(x)=x+t \xi(x)+\mathrm{O}\left(t^{2}\right)$. Recognizing that terms of second-order and higher in $t$ vanish, we compute

$$
\begin{aligned}
\frac{\mathrm{d}}{\left.\mathrm{~d}\right|_{t=0}} B_{i j}(u) \mathrm{d} u^{i} \mathrm{~d} u^{j} & =\frac{\mathrm{d}}{\left.\mathrm{~d} t\right|_{t=0}} B_{i j}(u) \frac{\partial u^{i}}{\partial x^{k}} \mathrm{~d} x^{k} \frac{\partial u^{j}}{\partial x^{m}} \mathrm{~d} x^{m} \\
& =\frac{\mathrm{d}}{\left.\mathrm{~d} t\right|_{t=0}} B_{i j}(u)\left(\delta_{k}^{i} \delta_{m}^{j}+\delta_{k}^{i} \frac{\partial \xi^{j}}{\partial x^{m}}+\delta_{m}^{j} t \frac{\partial \xi^{i}}{\partial x^{k}}\right) \mathrm{d} x^{k} \mathrm{~d} x^{m}
\end{aligned}
$$

Employing obvious symmetries, we have

$$
\frac{\mathrm{d}}{\left.\mathrm{~d} t\right|_{t=0}} B_{i j}(u) \mathrm{d} u^{i} \mathrm{~d} u^{j}=2 B_{i j}(x) \frac{\partial \xi^{i}}{\partial x^{k}} \mathrm{~d} x^{k} \mathrm{~d} x^{j} .
$$

Observe that

$$
\delta_{r} E\left(B_{A}\right)_{\mid \Omega}=\frac{\mathrm{d}}{\left.\mathrm{~d} t\right|_{t=0}} \int_{\Omega} R\left(\left\langle\Phi^{t^{*}} B_{A}, \Phi^{t^{*}} B_{A}\right\rangle\right) * 1
$$

where

$$
R(Q) \equiv \int_{0}^{Q} \rho(s) \mathrm{d} s
$$

The chain rule implies that if $J=|\partial x / \partial u|$ is the Jacobian, then

$$
\begin{aligned}
\delta_{r} E\left(B_{A}\right)_{\mid \Omega}= & \int_{\Omega} R(Q) \frac{\mathrm{d}}{\left.\mathrm{~d} t\right|_{t=0}} J\left[\left(\phi^{t}\right)^{-1}\right] * 1 \\
& +\int_{\Omega} R^{\prime}(Q) 2\left\langle\frac{\mathrm{~d}}{\left.\mathrm{~d} t\right|_{t-0}}\left[B_{i j}(u) \mathrm{d} u^{i} \mathrm{~d} u^{j}\right], B_{l m}(u) \mathrm{d} u^{l} \mathrm{~d} u^{m}\right\rangle * 1,
\end{aligned}
$$

from which the assertion follows.
Lemma 2.3. Under the hypotheses of Theorem 2.1, the nonlinear Hodge energy satisfies

$$
\frac{\mathrm{d}}{\mathrm{~d} \tau}\left[\tau^{4 \sqrt{\kappa_{2} / \kappa_{1}}-n} \mathrm{e}^{-\kappa_{3} / \tau} \int_{B_{\tau}} R(Q) * 1\right] \geq 0 .
$$

where $D_{\tau}$ is an $n$-disc of radius $\tau$ centered at the origin of coordinates in $\mathbb{R}^{n}$.
Proof. We initially prove the lemma under the assumption that ( $A, B_{A}$ ) satisfies (1.2), (2.1), and (2.2) on all of $D_{\tau+\delta}$, where $\delta$ is a sufficiently small positive constant. We then introduce modifications necessary to accommodate the possible existence of the set $\Sigma$ as a subset of $D_{\tau}$. Thus for the moment consider the special case in which $A$ is nonsingular on $D_{\tau+\delta}$.
Choose $\xi=\eta(r) r \cdot(\partial / \partial r)$, where $\left\{e_{i}\right\}_{i=1}^{n}=\left\{\partial / \partial_{r}, \partial / \partial \theta_{2}, \ldots, \partial / \partial \theta_{n}\right\}$ is an orthonormal basis; $\eta(r) \in C_{0}^{\infty}[0,1]$ is a function chosen so that $\eta(r)=v(r / \tau)$ satisfies $\eta^{\prime}(r) \leq 0 \forall r$; $\eta(r)=1$ for $r \leq \tau, \tau \in(0,1)$; and $\eta(r)=0$ for $r>\tau+\delta, \delta>0$. In terms of this choice of variation vector field,

$$
\delta_{r} E=-\int_{\Omega} R(Q)\left[n \eta+r \eta^{\prime}\right] * 1+4 \int_{\Omega} \rho(Q)\left[\eta|B|^{2}+r \eta^{\prime}\left|\frac{\partial}{\partial r} J B\right|^{2}\right] * 1 .
$$

Thus (2.1) can be written

$$
\begin{equation*}
\left.\int_{\Omega} R(Q)\left[n \eta+r \eta^{\prime}-f r \eta\right] * 1 \leq\left. 4 \int_{\Omega} \rho(Q)\left(Q \eta+r \eta^{\prime} \left\lvert\, \frac{\partial}{\partial r}\right.\right\rfloor B\right|^{2}\right) * 1 \tag{2.3}
\end{equation*}
$$

Write condition (1.2) in the form of a differential inequality

$$
0<\kappa_{1}<\frac{\mathrm{d}}{\mathrm{~d} s}\left[s \rho^{2}(s)\right]<\kappa_{2}<\infty .
$$

Integrating this expression over $s$ from 0 to $Q$ yields $\kappa_{1} Q \leq Q \rho^{2}(Q) \leq \kappa_{2} Q$. For positive values of $Q$ and, by a limiting argument, for nonnegative values of $Q$, we immediately obtain $\rho(Q) \leq \sqrt{\kappa_{2}}$. Alternatively, we can integrate the differential form of (1.2) over $s$ from 0 to $t$ to establish the lower bound $\rho(t) \geq \sqrt{\kappa_{1}}$, which can itself be integrated over $t$
from 0 to $Q$ to obtain $R(Q) \geq \sqrt{\kappa_{1}} Q$. We use the latter inequality to bound the right-hand side of (2.3) above by the expression

$$
\left.\left.4 \int_{\Omega} \rho(Q) \frac{R(Q)}{\sqrt{\kappa_{l}}} \eta * 1+4 \int_{\Omega} \rho(Q) r \eta^{\prime} \right\rvert\, \frac{\partial}{\partial r}\right\rfloor\left. B\right|^{2} * 1
$$

and the former inequality to bound this expression above by

$$
\left.\left.4 \sqrt{\frac{\kappa_{2}}{\kappa_{1}}} \int_{\Omega} R(Q) \eta * 1+4 \int_{\Omega} \rho(Q) r \eta^{\prime} \right\rvert\, \frac{\partial}{\partial r}\right\rfloor\left. B\right|^{2} * 1
$$

Inequality (2.3) now assumes the form

$$
\left.\int_{\Omega} R(Q)\left[\left(n-4 \sqrt{\kappa_{2} / \kappa_{1}}\right) \eta+r \eta^{\prime}-f r \eta\right] * 1 \leq 4 \int_{\Omega} \rho(Q) r \eta^{\prime} \left\lvert\, \frac{\partial}{\partial r}\right.\right\rfloor\left. B\right|^{2} * 1
$$

Writing $r \eta^{\prime}(r)=-\tau(\partial / \partial \tau) \eta_{\tau}(r)$ and multiplying both sides of the resulting inequality by the integrating factor

$$
\tau^{4 \sqrt{\kappa_{2} / \kappa_{1}}-(n+1)} \mathrm{e}^{-\kappa_{3} / \tau}
$$

completes the proof for the special case of a nonsingular gauge potential.
In the general case $A$ is singular on $\Sigma \subset D_{\tau}$ and $B_{A} \epsilon L^{p}(M)$ for $p=2\left(k-\epsilon_{0}\right) /(k-$ $\epsilon_{0}-1$ ). (The requirement that $\Sigma$ is contained in $D_{\tau}$ involves no loss of generality, as the same arguments will work, with slightly increased notational complexity, if only part of $\Sigma$ is contained in $D_{\tau}$.)

Replace the variation field of the preceding case by the quantity $\xi=\chi^{(\nu)} \eta(r) r \cdot(\partial / \partial r)$. We have included in $\xi$ an extra multiplicative term $\chi^{(\nu)}$, representing a sequence of functions which vanish in the neighborhood of $\Sigma$. By a theorem of Serrin [13, Lemma 8], if the compact subset $\Sigma$ has zero $s$-capacity with respect to $M$, where $1 \leq s \leq n$, then we can choose the sequence of functions $\chi^{(\nu)}$ in such a way that $0 \leq \chi^{(v)} \leq 1 \forall \nu ; \lim _{v \rightarrow \infty} \chi^{(\nu)}=$ 1 a.e.; and $\lim _{v \rightarrow \infty} \nabla \chi^{(\nu)}=0$ in $L^{s}$. Moreover, a result by Carlson [22] guarantees that if the compact subset $\Sigma$ has Hausdorff dimension $m$, for $0<m<n-1$, then $\Sigma$ thas zero $s$-capacity with respect to the $n$-dimensional set $M$, where $s=n-m-\epsilon_{0}$ and $\epsilon_{0}$ is a number in ( $0, n-m-1$ ).

Our choice of variation vector field results in a harmless multiplicative term $\chi^{(1)}$ which must be carried throughout the calculation, and a possibly dangerous term involving the derivative of $\chi^{(v)}$ with respect to $r$, which enters into the derivatives of $\xi$ via the product rule. Thus both sides of (2.3) now contain an extra term which must be estimated. The left-hand side of (2.3) is replaced by the quantity

$$
\int_{\Omega} R(Q)\left[\chi^{(v)}(r)\left(n \eta+r \eta^{\prime}\right)+\chi^{(v)^{\prime}}(r) r \eta-f r \eta\right] * 1
$$

Writing $\rho(t) \leq \sqrt{\kappa_{2}}$ and integrating over $t$ from 0 to $Q$ yields

$$
\int_{\Omega} \chi^{(v)^{\prime}}(r) r \eta R(Q) * 1 \geq-\sqrt{\kappa_{2}}\left\|\nabla \chi^{(v)}\right\| L^{p}\|Q\|_{L^{4}}
$$

for $p=k-\epsilon_{0}$ and $q=\left(k-\epsilon_{0}\right) /\left(k-\epsilon_{0}-1\right)$. The right-hand side of this inequality tends to zero in the limit as $v$ tends to infinity. Thus the left-hand side of (2.3) only becomes stronger if we neglect the extra term.

Similarly, on the right-hand side in (2.3) we now have

$$
\int_{\Omega} \rho(Q) \chi^{(v)^{\prime}}(r) r \eta\left|\frac{\partial}{\partial r} J B\right|^{2} * 1 \leq \sqrt{k_{2}}\left\|\nabla \chi^{(v)}\right\|_{L^{p}}\|Q\|_{L^{4}}
$$

which tends to zero as $v$ tends to infinity for the same values of $p$ and $q$ used in estimating the left-hand side of (2.3). We complete the proof as in the preceding case, by the method of integrating factors. This completes the proof of Lemma 2.3.

Combining the assertion of Lemma 2.3 with the energy condition (2.2) completes the proof of Theorem 2.1.

## 3. Removable singularities in nonlinear Hodge forms

Henneaux and Teitelboim [4] have developed a model for electrodynamics in which the gauge potential is a differential form of arbitrary degree. The gauge group is $U(1)$. The classical magnetostatics of this theory for magnetic media are mathematically identical to nonlinear Hodge theory. In this section we take the $B$-field to be a differential form of degree $w$ on a Riemannian manifold $M$. Isolated point singularities in this field would correspond physically to "magnetic charges," or "sources of true magnetism." We show that apparent singularities of this kind are removabie under certain hypotheses on the integrability of the field, the size of the singularity, and the dimension of the underlying domain. In this section we prove:

Theorem 3.1. Let the differential form $B \in \Gamma\left(M, \Lambda^{w}\left(T^{*} M\right)\right)$ smoothly satisfy Eqs. (1.3) with the ellipticity condition (1.2) on a disc $D / \Sigma$. Here $D$ is a small euclidean n-disc, $n>2(w+1)$, centered at the origin of coordinates of a coordinate chart $S$ on $M$ and completely contained in $S ; \Sigma$ is a compact set of codimension $k>2 n /(n-2 w)$ completely contained in $D$. If $B \in L^{n / w}(D)$, then $B \in C^{0 . \gamma}(D)$ for some $\gamma>0$.

Lemma 3.2. Let $B \in \Gamma\left(M, \Lambda^{w}\left(T^{*} M\right)\right)$ smoothly satisfy the inequality

$$
\begin{equation*}
\int_{D}\left\{\sum_{i . j=1}^{n} a^{i j} \frac{\partial Q}{\partial x^{i}} \frac{\partial \zeta}{\partial x^{j}}+\zeta\left(\sum_{j=1}^{n} b^{j} \frac{\partial Q}{\partial x^{j}}-z Q\right)\right\} * 1 \leq 0 \tag{3.1}
\end{equation*}
$$

on a disc $D / \Sigma$, with $a^{i j}$ satisfying the ellipticity condition $m_{1}|\xi|^{2} \leq a^{i j} \xi_{i} \xi_{j} \leq m_{2}|\xi|^{2}$, where $m_{1}$ and $m_{2}$ are positive constants; $D$ is a small euclidean $n$-disc, $n>2(w+1)$, of
radius $\tau$, centered at the origin of coordinate of a coordinate chart $S$ on $M$ and comptetely contained in $S$ : $\Sigma$ is a compact set, completely contained in D, of codimension $k$, where $n \geq k>2 n /(n-2 w)$. Assume that z. lies in the space $L^{n / 2}(D)$ and that the functions $b^{j}$ are in $L^{p}(D)$ for some $p>n$. If $B \in L^{n / w}(D)$, then $B$ is bounded in all of $D$.

Proof. The proof is an extension of arguments in [3,13,15]. Choose $\zeta=(\eta \psi)^{2} G(Q)$, where $\eta, \psi \geq 0$ but $\psi(x)=0 \forall x \in \Omega(\Sigma)$, where $\Omega$ is a neighborhood of $\Sigma ; \eta \epsilon C_{0}^{\infty}\left(D^{\prime}\right)$ for $D^{\prime} \subset \subset D ; G(Q)=H(Q) H^{\prime}(Q)$, where $H(Q)$ is the following variant of Serrin's test function:

$$
H(Q)=\left\{\begin{array}{l}
Q^{|n /(n-2)|^{i} n / 4 w} \quad \text { for } 0 \leq Q \leq l, \\
\frac{k-\epsilon}{k-2-\epsilon}\left[\left(l \cdot Q^{(k-2-\epsilon) / 2}\right)^{\mid n /(n-2)]^{i} n / 2 w(k-\epsilon)}-\frac{2}{k-\epsilon} l^{\left[n /\left.(n-2)\right|^{i} n / 4 u\right.}\right] \\
\quad \text { for } l \leq Q .
\end{array}\right.
$$

Iterate a sequence of elliptic estimates, taking successively $B \in L^{\alpha(i)}(D)$ for $\alpha(i)=$ $[n /(n-2)]^{i}(n / w), i=0,1,2, \ldots$ Letting $\|\cdot\|_{p . q}$ denote $H^{p, q}$ norm we have, by ellipticity,

$$
\begin{aligned}
& \left\|\left(a G^{\prime}\right)^{1 / 2} \eta \psi \nabla Q\right\|_{0,2} \geq C\|\eta \psi \nabla H\|_{0.2}, \\
& \left\|a \nabla Q \cdot 2 \eta \psi \nabla(\eta \psi) H H^{\prime}\right\|_{0,1} \leq \epsilon\|\eta \psi \nabla H\|_{0,2}^{2}+C(\epsilon)\|\nabla(\eta \psi) H\|_{0,2}^{2}, \\
& \left\|z Q(\eta \psi)^{2} G\right\|_{0.1} \leq C\|z\|_{0 . n / 2}\|\eta \psi H\|_{1.2}^{2}, \\
& \left\|b \nabla Q(\eta \psi)^{2} H H^{\prime}\right\|_{0.1} \leq C(\epsilon)\|b \eta \psi H\|_{0.2}^{2}+\epsilon\|\eta \psi \nabla H\|_{0,2}^{2} .
\end{aligned}
$$

Replace $\psi$ by a sequence $\psi_{j}$ of functions, vanishing on $\Sigma$, such that as $j \rightarrow \infty$ the sequence $\psi_{j} \rightarrow 1$ in $L^{\infty}$ but $\nabla \psi_{j} \rightarrow 0$ in $L^{k-\epsilon}$. We find that for every $l$ we have

$$
\begin{aligned}
0 & \leq \lim _{j \rightarrow \infty}\left\|\eta\left(\nabla \psi_{j}\right) H\right\|_{0.2}^{2} \\
& \leq \lim _{j \rightarrow \infty} C(l)\left\|\nabla \psi_{j}\right\|_{0 . k-\epsilon}^{2}\|B\|_{0 . \alpha(i)}^{\alpha(i)(k-2-\epsilon) /(k-\epsilon)} \leq 0 .
\end{aligned}
$$

Substituting these estimates into (3.1), absorbing small terms on the left, and letting $/$ tend to infinity, we obtain on some smaller disc the estimate $\left\|\eta \nabla Q^{h(i)}\right\|_{0,2} \leq C\left\|(\nabla \eta) Q^{h(i)}\right\|_{0.2}$ for $h(i)=\frac{1}{4} \alpha(i)$. The Sobolev embedding theorem allows us to iterate this sequence of inequalities with the value of $i$ increased by 1 at each iteration. We conclude after a finite number of iterations that $Q^{q} \in H^{1,2}\left(D_{r \tau}\right)$ for any finite positive $q$ and some $r \in(0,1]$. Because $B$ is smooth away from the singularity and $\Sigma$ is compact, we find that $Q^{q} \in H^{1.2}$ on all of $D$. This is sufficient to apply Theorem 5.3.1 of Morrey [9] with $\lambda=h\left(i_{N}\right)$, where $N$ depends on $n$, proving Lemma 3.2.

Proof of Theorem 3.1. We observe that solutions of Eqs. (1.3) locally satisfy inequality (3.1) with considerably stronger hypotheses on $a^{i j}, b^{j}$ and $z$ than appear in Lemma 3.2 (cf. [14;

17, Sections 3, 4; 19, Section 1] for details; we assume these relatively weak hypotheses in Lemma 3.2 not only for mathematical generality, but also to derive a subsequent gauge improvement theorem for solutions of (1.1) possessing higher-order singularities (Theorem 4.2)). Moreover, the result of Lemma 3.2 implies, via integration by parts, that $B$ is a weak solution of Eqs. (1.3) in all of $D$. Now apply Theorem 4.1 of [14] to conclude that $B$ is Hölder continuous on $D$. This concludes the proof of Theorem 3.1.

## 4. Gauge improvement in nonlinear Hodge fields

One criterion for selecting the hypotheses of the existence and regularity theorems in [11] was that we do not expect better results for system (1.1) than we have for the standard YangMills or nonlinear Hodge equations. For example, if we let $\kappa_{1}$ tend to zero in condition (1.2), then a regularity theorem would apparently require the solution of boundary-value problems for the higher-dimensional Yang-Mills equations and the nonlinear Hodge equations for 2-forms (in order to apply the standard regularization argument [14]). Both are well-known open problems. Nor can we weaken the $L^{p}$ hypothesis on $B_{A}\left(p>\frac{1}{2} n\right)$ without improving the existing regularity theory for Yang-Mills connections [21]. However, we can weaken the $L^{P}$ hypotheses if we assume that the solution $\left(A, B_{A}\right)$ is actually smooth on some subdomain. We can produce solutions of the Yang-Mills equations which are smooth on a subdomain by taking the limit of a sequence of approximations, and solutions of (1.1) can also be obtained in this way. We expect that the sequences will converge only on subsets of the original domain. This process will result in solutions of (1.1) which possess singularities. By standard arguments we can predict the Hausdorff dimension of the singular set, which will depend on the choice of $\rho$. The question is whether apparent singularities can be removed by applying a continuous gauge transformation.
For example, Theorem 3.1 can be extended to solutions of Eqs. (1.1). In place of inequality (3.1) we use the following estimate (cf. [11, Section 3]):

Proposition 4.1. Solutions ( $A, B_{A}$ ) of Eqs. (1.1) and condition (1.2) on a domain $\Omega \subset \mathbb{R}^{\prime \prime}$ satisfy the differential inequality

$$
\sum_{i . j=1}^{n}-\frac{\partial}{\partial x^{j}}\left(a^{i j} \frac{\partial Q}{\partial x^{i}}\right)-C_{1}(|A|+|\theta|) \sum_{j=1}^{n}\left|\frac{\partial Q}{\partial x^{j}}\right|-C_{2}\left(|\nabla A|+\left|B_{A}\right|\right) Q \leq 0 .
$$

Here $C_{1}$ and $C_{2}$ are positive dimensional constants, $\theta$ is a section of the determinant bundle raised to the power $1 / n$, and $a^{i j}(B)$ are bounded measurable functions satisfying the ellipticity condition of Lemma 3.2.

Proof. The Laplace-Beltrami operator $\nabla^{2}$ satisfies

$$
\begin{aligned}
-\frac{1}{2} \nabla^{2}\left\langle\rho(Q) B_{A}, \rho(Q) B_{A}\right\rangle= & -\left\langle\nabla^{2}\left(\rho(Q) B_{A}\right), \rho(Q) B_{A}\right\rangle \\
& +\left|\nabla\left(\rho(Q) B_{A}\right)\right|^{2}+\rho^{2}(Q) K(Q) .
\end{aligned}
$$

In, e.g., $[6], K(\cdot)$ is explicity computed. We require only the observation that $K$ is a quadratic form in $B_{A}$. Now $B_{A}$ satisties (1.1), so we have

$$
\begin{aligned}
-\frac{1}{2} \nabla^{2}\left\langle\rho(Q) B_{A}, \rho(Q) B_{A}\right\rangle= & \left\langle-\delta d\left(\rho(Q) B_{A}\right), \rho(Q) B_{A}\right\rangle \\
& +\left\langle d *\left[A, *\left(\rho(Q) B_{A}\right)\right], \rho(Q) B_{A}\right\rangle \\
& +\left|\nabla\left(\rho(Q) B_{A}\right)\right|^{2}+\rho^{2}(Q) K(Q),
\end{aligned}
$$

where $*: \Lambda^{p} \rightarrow \Lambda^{n-p}$ is the Hodge involution. We estimate

$$
\left\langle d *\left[A, *\left(\rho(Q) B_{A}\right)\right], \rho(Q) B_{A}\right\rangle \leq \kappa_{2}(|A||\nabla Q|+|\nabla A| Q)
$$

from the product rule and the inequality

$$
\begin{aligned}
\left.\left\langle\left(\nabla \rho(Q) B_{A}\right)\right\rangle, \rho(Q) B_{A}\right\rangle & \leq\left|\rho^{\prime}(Q) \cdot(\nabla Q) Q \rho(Q)+\frac{1}{2} \rho^{2}(Q) \cdot \nabla Q\right| \\
& \left.\leq \frac{1}{2}\left(\rho^{2}(Q)+2 \rho(Q) \rho^{\prime}(Q) Q\right) \nabla Q\left|\leq \frac{1}{2} \kappa_{2}\right| \nabla Q \right\rvert\, .
\end{aligned}
$$

There exist bounded functions $b^{j}, j=1, \ldots, n$, such that

$$
-\frac{1}{2} \nabla^{2}\left(\rho^{2} Q\right)=-\frac{1}{2}\left(\rho^{2}+2 \rho \rho^{\prime} Q\right) \nabla^{2} Q+\sum_{i=1}^{n} b^{j}\left(x^{1} \ldots, x^{n}\right) \frac{\partial Q}{\partial x^{j}} .
$$

Taken together, these statements verify the assertion of Proposition 4.1.
Theorem 4.2. If the pair $\left(A, B_{A}\right)$ is a smooth solution of (1.1) in $D / \Sigma$ with $\rho$ satisfying condition (1.2), if $A$ is an element of the space $H^{1, n / 2}(D)$, if $B$ is an element of $L^{n / 2}(D)$, and if $D, \Sigma$, and $n$ satisfy the hypotheses of Theorem 3.1 with $w=2$ and $\Sigma$ a Lipschitz manifold, then there exists a continuous gauge transformation $g$ to a gauge in which the pair $(g(A), B)$ is Hölder continuous in all of $D$.

Remark. The condition on $A$ requires fixing a gauge in which $A$ is already reasonably smooth. Theorem 4.2 then guarantees the accessibility of a gauge in which $A$ is considerably smoother. For this reason we call such a result a gauge improvement theorem rather than a removable singularities theorem. Unlike Yang-Mills fields, solutions of (1.1) fail to satisfy an elliptic system with diagonal principal part, even in a good gauge. (The same is true of solutions of the nonlinear Hodge equations.) Thus, for example, Hölder continuity does not automatically imply any higher degree of smoothness.

Proof of Theorem 4.2. Apply the arguments of Lemma 3.2 with inequality (3.1) replaced by the inequality of Proposition 4.1. Choose $w=2,|b|=|A|+|\theta|$, and $z=|\nabla A|+|B|$. We find that $|B|^{n / 4}$ lies in the space $H^{1.2}(D)$. But this implies, via the Sobolev embedding theorem, that $B$ lies in a higher $L^{p}$ space than $p=\frac{1}{2} n$. An elementary integration by parts against an admissible test function shows that $B$ is a weak solution of (1.1) in all of $D$. Now apply the arguments of [11] for weak solutions which lie in $L^{p}(D)$ for $p>\frac{1}{2} n$. Use the modifications of [21] introduced in [20] in order to make gauge transformations up to
the boundary of $\Sigma$. (This is where we use the fact that $\Sigma$ is a Lipschitz manifold.) This completes the proof.

## 5. A nonuniformly elliptic example

In this section we develop a formal analogy between a simple model for magnetic fields in permanent magnets and certain hypersurfaces of prescribed mean curvature. Consider the equations for magnetic media where $\rho(Q)=\mu^{-1}(Q)$. Here $\mu$ is the magnetic permeability of the medium, assumed to depend on the quadratic form $Q=|B|^{2}$, where $B$ is the magnetic field (see, e.g., [5, p. 251]). If the medium possesses nonzero current density, represented in the Henneaux-Teitelboim model by a $w$-form $J$, then the equations become

$$
\begin{equation*}
\mathrm{d} B_{A}=0, \quad \delta\left(\mu^{-1} B_{A}\right)=J . \tag{5.1}
\end{equation*}
$$

In the special case in which $w=0$ (i.e., $A$ and $J$ are 0 -forms and $B$ is a 1 -form) and $\mu(Q)=(Q+1)^{1 / 2}$, Eqs. (5.1) are identical to the equations for $n$-dimensional hypersurfaces of prescribed mean curvature $J$ [18]. Because the pre-saturation permeability of a magnetic material always exceeds its vacuum value of unity and tends to increase with increasing $B$ at a decreasing rate, this choice corresponds to one of the simplest physical models for the dependence of $\mu$ on $Q$.

Precisely, let $\Omega$ be a bounded, simply connected, convex domain of $\mathbb{R}^{n}$ having prescribed boundary data $\phi: \partial \Omega \rightarrow \mathbb{R}^{n-1} \in C^{2+\gamma}(\partial \Omega)$ for some $\gamma>0$. Let $\Sigma: x^{n+1}=$ $A\left(x^{1}, \ldots, x^{n}\right)$ be a family of $n$-dimensional hypersurfaces defined by the vector-valued function $A$ and passing through the family of $(n-1)$-dimensional hypersurfaces defined by the vector-valued function $\phi$. In this case Eqs. (5.1) define a family $A$ of hypersurfaces having gradients $B$ and mean curvatures equal to the prescribed vector-valued function $J \in C^{\prime}(\Omega)$. Eqs. (5.1) are elliptic provided that

$$
\begin{equation*}
0<\rho(Q)+2 Q \rho^{\prime}(Q)=\mu^{-1}(Q)\left(1-\frac{2 Q}{\mu(Q)} \frac{\mathrm{d} \mu}{\mathrm{~d} Q}\right) \tag{5.2}
\end{equation*}
$$

Notice that if $\mu(Q)=C(Q+1)^{1 / 2}$ for an arbitrary nonzero constant $C$, then the right-hand side of Eq. (5.2) is equal to $C^{\prime}(Q+1)^{-3 / 2}$ for some positive constant $C^{\prime}$. This expression exceeds zero for $Q<\infty$. However, ellipticity breaks down in the limit as $Q$ tends to infinity.

The breakdown of ellipticity is a serious problem for arguments such as those of Section 3 and we do not expect good results in such cases unless the conditions listed in the appendix to [14] are met. However, one might expect that the arguments of Section 2 would be immune to a breakdown of ellipticity in the variational equations, as Theorem 2.1 does not require the field to satisfy any differential equation at all.

In fact, the ellipticity condition (1.2) is a more important hypothesis for Theorem 2.1 than the satisfaction of the variational equation that the condition qualifies. A breakdown of ellipticity implies that the constant $\kappa_{1}$ in condition (1.2) equals zero. In this case the left-hand side of the inequality of Lemma 2.3, which is the foundation of the proof of Theorem 2.1, fails to exist as a mathematical expression.

Nevertheless, a slightly amended version of Theorem 2.1 can be established for dimensions exceeding 4 in which condition (1.2) is replaced by the condition $\lim _{Q \rightarrow x} \mid \rho(Q)+$ $\left.2 Q \rho^{\prime}(Q)\right]=0$ in the special case

$$
\begin{equation*}
\rho(Q)=\mu^{-1}(Q) \propto(Q+1)^{-1 / 2} \tag{5.3}
\end{equation*}
$$

In this section we prove:
Theorem 5.1. Assume the hypotheses of Theorem 2.1 for the $w$-form $B, w \in \mathbb{N}$, except for conditions (1.2), (2.2), and the hypothesis on dimension. Replace (2.2) by the condition $E\left(B_{A}\right)_{\mid D}=\mathrm{o}\left[\tau^{n-2 w]}\right.$ as $\tau$ tends to infinity, where $D$ is an $n$-disc of radius $\tau$ and $n>2 w$. In addition, let $\rho(Q)$ satisfy (5.3) with positive proportionality constant. Then $B$ vanishes almost everywhere on $M$.

Proof. We have $Q(1+Q)^{-1 / 2} \leq 2\left[(1+Q)^{1 / 2}-1\right]$, implying via (5.3) that $Q \rho(Q) \leq R(Q)$. Then

$$
\left.\left.\left.2 w \int_{\Omega} \rho(Q)\left(Q \eta+r \eta^{\prime} \left\lvert\, \frac{\partial}{\partial r}\right.\right\rfloor B\right|^{2}\right) * 1 \leq 2 w \int_{\Omega} R(Q) \eta+\rho(Q) r \eta^{\prime} \left\lvert\, \frac{\partial}{\partial r}\right.\right\rfloor\left. B\right|^{2} * 1 .
$$

Substituting this result into (2.3), we continue as in the uniformly elliptic case but with a different integrating factor, to obtain in place of Lemma 2.3 the inequality

$$
\frac{\mathrm{d}}{\mathrm{~d} \tau}\left(\tau^{2 w-n} \mathrm{e}^{-\kappa_{3} / \tau} \int_{D \tau} \int_{0}^{Q(B)} \rho(s) \mathrm{d} s * 1\right) \geq 0
$$

This completes the proof of Theorem 5.1.
If $B$ is a 1 -form, Theorem 5.1 applies to hypersurfaces of prescribed mean curvature; the variational inequality ( 2.1 ), with the decay condition on $f$, is in this case a condition on the decay at infinity of the mean curvature $f$ of the hypersurfacc. If $B$ is a 2 -form, the theorem applies to our generalized model of magnetostatics for a special (simple) choice of $\mu(Q)$. The variational inequality (2.1), with the decay condition on $f$, is in this case a condition on the decay at infinity of generalized current density $f$. Obviously, the zero-current case in the magnetostatics model corresponds to the minimal surface case in the prescribed mean curvature model.

## Appendix A

We take this opportunity to provide a list of errata for the first article in this sequence: Yang-Mills fields with nonquadratic energy, J. Geom. Phys. 19 (1996) 379-398. None of the corrections given here affects the truth of any of the theorems of that paper with the exception of (3), which actually strengthens Theorem 1.1.
(1) p. 379, last line: should read "formal adjoint of $d$ "
(2) p. 381, lines 29, 30: should read: "unless $\omega$ is a 1 -form". Similarly, p. 382, line above Eq. (1.6): should read " $p=1$ ".
(3) p. 381, last paragraph: Add "The constant $m^{2}$ can be taken to be zero except in Eqs. (1.7) and (1.8). In (1.7), take $Q$ as defined here; otherwise take $Q=\left|F_{A}\right|^{2} \geq 0$ ".
(4) p. 382, two lines below Eq. (1.6): should read " $|w|^{2}<2 /(\gamma+1$ )".
(5) p. 387 , equation following inequality ( 3.5 ): should read

$$
--L(Q)=\frac{\partial}{\partial x^{i}}\left(a^{i j} \frac{\partial Q}{\partial x^{j}}\right)
$$

(6) p. 387 , inequality (3.6): should read

$$
\begin{aligned}
& \int_{B} \sum_{i, j} a^{i j} \frac{\partial Q}{\partial x^{i}} \frac{\partial \xi}{\partial x^{j}}-C_{1}(|A|+|\theta|)\left(\sum_{j}\left|\frac{\partial Q}{\partial x^{j}}\right|\right) \zeta \\
& \quad-C_{2}\left(|\nabla A|+\left|F_{A}\right|\right) Q \zeta d^{n} x \leq 0 .
\end{aligned}
$$

The statements leading to this inequality, beginning with Eq. (3.1), should be replaced by the proof of Proposition 4.1 of the present article (in which $\theta$ is defined). The corrected inequality (3.6) should be carried through the calculations of Lemma 3.2, but the new terms added here are treated in exactly the same way as the original terms, so this correction does not affect the subsequent analysis in any essential way. All the assertions in the proof about inequality (3.6) apply to the corrected version.
(7) p. 394, heading for Section 4: should read "The Hölder continuity of the curvature".
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